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## Distinguish Cycles(?)

Is it possible to distinguish different length cycles?
Another assumption comes into play: Nodes are anonymous.
Not if same color nodes are always selected at same time. $\rightarrow$ Fairness.
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| Cutoff（1） | There exists one blue node． |
| Cutoff | There exist two blue nodes． |
| NL | There exist more blue nodes <br> than red nodes． |
|  |  |

## Our Results/k-Degree-Bounded Graphs



## Our Results／k－Degree－Bounded Graphs
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| :--- | :--- |
| Accepted | $\square$ |
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| Class | Distinguishing Property |
| :--- | :--- |
| Cutoff(1) | There exists one blue node. |
| ISM | There exist more blue nodes <br> than red nodes. |
| $\operatorname{NSPACE}(n)$ | The number of blue nodes <br> is a prime number. |

Thank you for your Attention!


